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Abstract

Areca nut crop yield is affected by many diseases caused due to heavy rainfall and high relative humidity. An early prediction of the crop disease based on weather data can help the farmers to take preventive measures. Many machine learning applications are deployed to detect the disease through image data. The proposed study is the first approach for creating a novel dataset and developing the weather based areca nut disease prediction model. Historical weather data i.e. temperature, rainfall, relative humidity, sunshine, wind direction, and wind speed are collected from the Udupi weather station. Fruit rot disease data are collected through farmer surveys, disease management recommendations, and research literature. These data are integrated and correlated to create the final dataset which is validated and compared using a statistical method, decision tree regression (DTR), multilayer perceptron regression (MLPR), random forest regression (RFR), and support vector regression (SVR) models. Principle component analysis, branch and bound, and wrapper feature selection techniques are used to select the weather parameters contributing to more accurate prediction. The observation shows that RFR gives 0.9 mean absolute error (MAE) as the lowest value among many models and SVR gives 1.7 MAE as the highest error after feature selection.
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1. Introduction

India ranks first in areca nut production globally and many farmers depend on it for their livelihoods. Areca nut or betel nut is a plantation crop distributed over Southeast Asian countries including India, Malaysia, China, etc. Areca nut is mainly used in mastication with betel leaves by 600 million people daily and is also used in religious and social ceremonies.[1] Nearly 853,000 metric tons of areca nut are produced in 518,000 Hectares every year.[2] Areca nut production in India is more than 50% of world areca nut production, and states like Karnataka, Kerala, Goa, Meghalaya, Assam, and West Bengal are the principal producers.[3] According to Hindu customs, the areca nut is a unique worshipful element; without this, worship will not be successful.[4] Like other crops, the areca nut is also vulnerable to disease occurrence by insect pests and environmental factors throughout the year at every stage of its life. Areca nut suffers from diseases like fruit rot, foot rot, yellow leaf disease, bud rot, etc.

Nowadays usage of chemical fertilizers for areca nut crops has reduced due to a lack of human resources, which increases the development of fruit rot disease. The fruit rot disease is caused by Phytophthora spp fungus and it results in partial or total crop loss in individual palms or death of the palm itself. Usually, fruit rot disease outbreaks after 15 to 20 days of monsoon onset and continues up to the rainy season’s end. Pre-infection treatment is better than post-infection treatment in terms of fungicide resistance suppression and control cost.[5] Therefore, it is indispensable to prevent fruit rot disease, and predicting disease incidence at an early stage will be very supportive in achieving the above-mentioned aim.

As the population increased, the pressure developed in the agricultural system to satisfy the demands, which initiated digital agriculture. Machine learning (ML) and deep learning (DL) play a very important role in the agriculture domain, also the advancements in ML can be observed in agricultural.
tasks.[9] Applications of ML in the crop section include yield prediction, crop quality recognition, disease detection, species recognition, and forecasting plant and crop diseases.[8] Different machine learning algorithms like support vector machine, decision tree algorithm, artificial neural network, and random forest classification algorithms are used to develop the crop disease forecasting models.[8] But ML models have been used very less in weather based areca nut disease prediction.

There are two categories of crop disease prediction models based on the processing of input parameters: that are image-based models and weather-based models.[9−11] Prediction using images has the limitation of predicting the disease once the disease is in incidence. So the crop grower cannot prevent the disease from occurring. But the prediction based on weather parameters will predict the disease before incidence, which will help the crop grower to take preventive action. Hence this research will create the dataset for areca nut crop disease and predict the disease incidence using statistical and machine learning models based on climate data.

Many investigations have been done previously on crop disease prediction and identification. Vinod Kanak and Sanjeev Kumar recently forecasted areca nuts’ fruit rot disease using IoT and machine learning by considering weather parameters.[12] Support vector regression and random forest classifier methods are used for prediction. Some sensors are used to capture the weather data, and soil humidity and they found promising results.

In the previous study, Sujatha et al. observed the influence of climate and weather parameters on the areca nut and cocoa crop yield.[13] Heavy rainfall and large intensity rains will spread the fruit rot disease. The Bordeaux mixture is sprayed on the areca nut bunches once in 45 days, to prevent the disease from occurring. Ajith Danti and Suresha M classified areca nut based on its texture.[14] They used decision tree classification algorithms which take images as input. Using computer vision techniques the same authors have also classified and segmented raw areca nuts.[15] A three-sigma control unit is used to set the image’s background color. Here the binary classification is used for two classes called boiling nuts and non-boiling nuts. Mariusz Wrzesień et al.[16] predicted Apple scab using a random forest algorithm. Apple scab is a pest that occurs when leaves are wet for a long time at a given temperature.

Hyo-suk Kim et al.[5] used predicted weather data produced by the Unified Model and observed weather data by automated weather stations to forecast rice crops’ bacterial grain rot disease. They found that the major advantage of using predicted weather data is that the information about disease forecast should be available before genuine infection by a pathogen, allowing farmers to take proper disease management plans. Regardless of weather data sources, the model could predict the disease warning. Aman Sharma et al.[17] experimented to find out the relationship between the incidence of bacterial blight disease in cotton with weather parameters. Correlation result reveals that temperature range, relative humidity, and long duration of bright sunshine were highly favorable for the disease development. Lucas Eduardo de Oliveira Aparecido et al.[18] used machine learning models like K neighbors regressor, random forest regressor, multiple linear regressors, and basic neural networks, for forecasting the incidence of coffee pests and diseases. They used field and weather data obtained from the coffee plantation in Brazil as independent parameters for the model. In southern Idaho, potato crop disease called Late blight is forecasted using logistic regression analysis.[19] The paper’s objective is to check whether the late blight disease occurrence depends on whether parameters and the model’s capacity to predict the disease incidence in other regions.

BLITE-SVR is a support vector regression (SVR) model used to forecast potato late blight disease.[20] This disease occurs only when specific weather conditions like 85% and above humidity and total rainfall of 30mm continue for seven days. The author calculated the correlation between the first date of disease occurrence and the different weather parameters. This correlation value is used in the equation to calculate the threshold SVR score. If the score value exceeds the threshold value and continues for six days, then the model predicts the actual date of disease occurrence. The authors used machine learning techniques to consider potato late blight disease forecasting case study.[21,22] They used an inner mathematical model called SimCast, which takes temperature and humidity as inputs and provides blight units as outputs. These blight units (BU) are called risk indexes, their value varies from 0 to 7 and it is used to calculate the severity of late blight infection. Daily BU, humidity, and the daily temperature are given as input to support vector machine and artificial neural network model. Potato late blight disease prediction is also done by ANN model with the help of weather parameters and achieved 90.9% accuracy.[23]

M. Karagiannopoulos et al.[24] summarized the different feature selection methods used for regression problems. They have taken the 12 different datasets for the experiment purpose. Five different types of wrapper feature selection techniques like forwarding selection, backward selection, best first backward selection, best first forward selection, and genetic search selection are used and verified through regression techniques. The author says that wrapper methods give better results when compared with filter methods. Naoual et al.[25] have reviewed the wrapper feature selection methods. It is always difficult to rank the feature selection method because it varies from one feature set to another feature set. Nevertheless, feature selection is very crucial in machine learning to get good performance in prediction/classification. It has been found that there are forecasting models developed for crops like potato, wheat, rice, mango, coffee, grape, maize, mustard, etc.[11,16,19,21,23,26,27]. As per the author’s knowledge there is no prediction model developed for areca nut crops, which is probably due to the unavailability of the dataset in the public domain.[28] Hence the study focuses on creating a novel areca
nut disease data set and validating the same using statistical method and supervised machine learning algorithms. Multiple regression (MR), SVR, RFR, DTR, and basic neural network regression technique MLPR are executed on the created dataset, and results are compared. The remaining content of this paper is organized as follows. Section 2 describes dataset preparation, machine learning techniques, and experimental procedure. In section 3, the results are discussed and section 4 gives the conclusion and future enhancements.

2. Experimental section
The primary purpose of the present study is to prepare and validate the dataset which combines the areca nut disease data and historical weather data. This work is the first attempt to determine the relationship between the fruit rot disease incidence in areca nut based on environmental factors and also to validate the effectiveness of the machine learning models on this relationship. Fig. 1 shows the data flow diagram for creating and validating the dataset by predicting the disease incidence severity in areca nut.

![Data Flow Diagram](image)

**Fig. 1** The flow diagram shows the steps involved in dataset creation and validation.

### 2.1 Data set preparation
The region used for the study is Udupi, the city in the Indian state of Karnataka with a latitude of 13.3409° N and longitude of 74.7421° E. Areca nut disease data readings for this region are not available in the public domain. Therefore, it is essential to create the dataset with the help of weather data and disease data collected from the Udupi weather station, farmer surveys, disease management recommendations, and research literature.[2-4]

#### 2.1.1 Historical climatic data
Zone Agricultural and Horticultural Research Station, Brahmavar, Udupi provides the historical weather data for 21 years from 2000 to 2020 required for experimentation. The fruit rot disease occurs during the monsoon season between June and October. So the weather data from June to October is considered for the dataset. The overall parameters present in the dataset are Minimum Temperature (MinT), Maximum temperature (MaxT), Rainfall (RF), Relative Humidity (Rh), Clouds (amount of cloud cover), Sunshine hours (SS), Wind speed, and Target/Score value to measure disease incidence. **Table S1** tabulates daily weather parameters for June 2020 as sample weather data.

#### 2.1.2 Areca nut disease score data
Areca nut disease incidence recordings for any region are not available in the public repository. So the information related to disease data is taken from Thotagarika Ilaake Doddanagudde and disease management recommendations. The information is also collected by interviewing nearly 50 farmers in and around Udupi. Integrating weather data and areca nut disease data plays a significant role in data set creation. Information collected from farmers, agriculture departments in Udupi, and literature are collectively used in the dataset creation process. If there is heavy rainfall continuously for 15 to 20 days, then there is a chance that fungus will generate. Only rainfall is insufficient, but the humidity of more than 90% and a low temperature of 20 to 23 degrees are very supportive of increasing the fungus growth and hence disease outbreaks.[20] The collected official proofs say that in Udupi there was a disease outbreak in 2013, and 2018 but the farmer's survey says that there was a disease outbreak in 2019 and 2020 as well.

Since the areca nut disease recordings are not available in the public domain, the rule-based classification method is used to connect weather data and areca nut disease data to predict the disease incidence.[20] In the previous study, the rule-based algorithm is used to build a weather based dataset for rice blast disease. The disease severity index is considered output, a numerical value between 1 to 6.[31] In this method, an IF-THEN rule is an expression of the form LHS ⇒ RHS where LHS is a condition that must be met to derive the conclusion shown in RHS. Accordingly, in the present study, the areca nut disease score is a numerical value between 1 to 35 is calculated with the help of the following rules.

1. If the rainfall is more than 15 mm, the temperature is less than 24 °C and humidity is more than 90% the score value will be incremented by one until it reaches 35 as a threshold value.
2. The score value also increases if there is intermittent rainfall and sunshine; that is if rainfall is more than 5 mm and sunshine is more than 5 hours, the score value increases.[21]
3. If the rainfall reduces and reaches less than 10 mm, and the temperature increases more than 24 °C then the score value
will be reduced by one.

Therefore, the fruit rot disease severity was categorized using measures of 0-35 score value. Table 1 displays the meaning of each class.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 0</td>
<td>Resistance</td>
</tr>
<tr>
<td>Class 1</td>
<td>Moderate Resistance</td>
</tr>
<tr>
<td>Class 2</td>
<td>Susceptibility</td>
</tr>
<tr>
<td>Class 3</td>
<td>Susceptibility to severe</td>
</tr>
</tbody>
</table>

Class 0 considers the score ratings of 0-15 as resistance, the areca nut crop will not show any fungal activity, if the weather pattern continues then the score rating 15-25 indicates class 1 as moderate resistance. At this stage, the fungus production starts and initial symptoms appear as yellowish water-soaked lesions on the nut surface. In susceptibility class the score ratings will be 25-34, slowly the lesions will spread to the whole nut and immature nuts will start shedding. When the score rating becomes 35, the disease becomes severe and it occupies the whole plantation area, it can be considered as class 3 according to classification strategy.

![Fig. 2](image1)

The data sample count for the four target classes as mentioned in Table 1.

The integrated data set contains 3152 instances, 11 features, and 1 target value (score rating). Fig. 2 shows the data sample distribution over different classes. When 21 years of data is considered, among 3152 samples, 46.2% of samples come under the class 0 category, and 26.5% of samples come under class 1. Similarly, 19.4% of samples are under class 2, and class 3 contains very less samples which are 7.9% only. Therefore, the present study experiments with the imbalanced dataset.

The graph in Fig. S1 indicates that the areca nut crop’s disease incidence severity was at its peak in 2001, 2003, 2011-2013, 2015-2020. In 2009 disease was not found in areca nut crops in the Udupi region.

After integrating the weather data and disease data, it has been checked for prediction accuracy to validate the dataset using MR, SVR, RFR, DTR, and MLPR.

2.1.3 Data preprocessing

This experiment uses daily based weather data as time series data. Preprocessing the time series data for supervised machine learning has a significant influence on the prediction accuracy; therefore, it is essential in the model. The date column in the dataset is set as an index. Missing values are filled with the mean value. Incidence of disease is always depending on the minimum 15 days weather pattern. So the input data variables are shifted by 15 days. Hence the time series data is preprocessed so that the newly created data set will fit the supervised machine learning regression models. Section 2.2 details the different regression models applied to validate the dataset.

2.2 Data set validation models

The most commonly applied machine learning regression models and statistical models are used for the first time to predict the areca nuts’ fruit rot disease incidence. Fig. 3 shows the list of techniques used in the experiment in different stages. The data set is divided into the training set and testing sets with a 70:30 ratio. Weather parameters are considered independent variables and disease score value is considered a dependent variable. The dataset proposed in this study evaluates data from the past 21 years. Data of 16 years are used for the model training and data of 5 years is used for model testing.

![Fig. 3](image2)

Fig. 3 List of techniques used for dataset validation.
MR, SVR, DTR, RFR, and MLPR techniques are operated to predict the crop disease score value before selecting weather features. Branch and bound, wrapper method, principal component analysis, and Pearson correlation techniques determine the effective weather parameters. After discarding some weather features, again the MR, SVR, DTR, RFR and MLPR techniques are used to predict the disease score ratings.

2.2.1 Statistical method
MR is a statistical method used to know the impact of several independent variables on a single dependent variable. In the present study, the MR is used to find the relationship between the weather parameters and fruit rot disease in arecanut. The MR model is expressed as shown in Equation (1):

\[ y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \ldots + \beta_k x_k + \epsilon \]  

where, \( y \) is the disease score value as the dependent variable, \( x_1, x_2, x_3 \) are weather parameters as independent variables, \( \beta_1, \beta_2, \beta_3 \) are feature weights, \( k \) represents the number of features and \( \epsilon \) is the residual term of the model.

2.2.2 Support vector regression
SVR is similar to the support vector machine with hyperplane and boundary margin. Recently the SVR has been used in travel time prediction, electricity price forecasting, financial market forecasting, estimation of power consumption, etc.\(^{[32,33]}\) Other regression models will minimize the error between the actual value and predicted value but the SVR aims to fit the hyperplane within the predefined error value \( \epsilon \) as shown in Fig. 4.

![Fig. 4 Support vector machine – Regression\(^{[30]}\)](image)

The constraints to be used to define the error value \( \epsilon \) are given in Equation (2).

\[ y_i - wx_i - b \leq \epsilon \quad \text{and} \quad wx_i + b - y_i \leq \epsilon \]  

where, \( w \) is a vector normal to the hyperplane, \( b \) is an offset and \( x \) is a sample vector. SVR model from Scikit-learn library is used along with RBF as a kernel function. The other SVR parameters used for the proposed study are epsilon = 0.1, Kernel coefficient gamma = scale and regularization parameter C = 1.0.

2.2.3 Decision Tree Regression
DTR is a tree-based prediction algorithm. It is used to predict the numeric value of the dependent variable. Decision tree regression is used in software fault prediction. The conventional decision tree technique builds the tree with the root node and leaf node.\(^{[34]}\) But the standard deviation reduction method is used in place of information gain to select the different nodes.

Steps used in DTR:
1. The standard deviation of the target value is calculated, \( i.e. S(T) \).
2. The standard deviation of each branch in each attribute is calculated, \( i.e. S(T, X) \) is shown in Equation (3):

\[ S(T, X) = \sum_{c \in X} P(c)S(c) \]  

here, \( P(c) \) is the probability of class \( c \), \( S(c) \) is the standard deviation of class \( c \), where \( c \) belongs to the predictor.
3. As shown in Equation (4), both the results are subtracted, and it is the standard deviation reduction (SDR) value.

\[ SDR(T, X) = S(T) - S(T, X) \]  

Standard deviation reduction decreases the standard deviation after a dataset is split into attributes as a decision node. The attribute with the largest SDR is selected as the root node in the tree. The process continues recursively. The regression performance is measured through mean absolute error (MAE), root mean square error (RMSE), and R square.

The error calculation is as follows:
- Prediction error = real output - observed output
- Result = summation (square of prediction error)
- MSE = result / number of samples
- RMSE = square root of MSE
- MAE = summation (prediction error) / number of samples

The parameters used to do the experiment are:
1. Splitter="best"; strategy used to split attributes at each node.
2. Criterion = ‘squared error’ used to measure the quality of the split.

2.2.4 Artificial neural network (ANN)
Over the last few years, ANN has become a prevalent tool to solve the classification and prediction problems in multiple domains but the ANN application in the agriculture domain is significantly less compared with other disciplines.\(^{[35]}\) It automatically allows for a non-linear relationship between response variables and predictor variables because of the flexibility in choosing the activation function, the number of nodes, and connections. The authors proved that the ANN is a more efficient prediction model.\(^{[27]}\) Fig. 5 shows the block diagram of an artificial neural network with different layers.
The present study considers the following parameters to generate accurate results:

1. The number of hidden layers is 3 and 64, 32, and 16 neurons are taken in each hidden layer, respectively.
2. ReLu activation function is used with a learning rate of 0.001.
3. Adam optimizer is used to optimize the weights.

![Multi-layer perceptron with three layers input, output, and hidden](image)

**Fig. 5** Multi-layer perceptron with three layers input, output, and hidden.

### 2.2.5 Random forest regression

RFR is the supervised ensemble learning algorithm. Here prediction result will be given by multiple trees and the average result is considered the final prediction. It is more accurate when compared with a single model. The schematic representation of the random forest is given in **Fig. S2**. 100 trees in the forest are considered to validate the newly created dataset along with the default parameter values from the sci-kit learn library.

### 3. Results and discussion

The present study demonstrates the creation of a weather based fruit rot disease dataset for areca nut crops. The dataset was then used to develop an early prediction model for areca nuts’ fruit rot disease incidence based on weather parameters using statistical and machine learning techniques. Target values/score values are predicted with the help of environmental factors. The prediction accuracy of different models is compared and shown in Table 2.

![Random forest structure](image)

**Fig. S2** Random forest structure.

The performance of the models is assessed by MSE and MAE metrics. From Table 2 it can be observed that MR and RFR have a petite MAE of 0.9 whereas multi-layer perceptron regression has a large MAE of 1.9, and an MSE of 2.0 is provided by the RFR model which is the least value among all models. The actual value and predicted value graph for DTR, SVR, RFR, and MLPR machine learning algorithms are shown in **Fig. 6**.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>MAE</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple regression</td>
<td>0.9</td>
<td>2.1</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>1.8</td>
<td>8.0</td>
</tr>
<tr>
<td>Random forest regression</td>
<td>0.9</td>
<td>2.0</td>
</tr>
<tr>
<td>Decision tree regression</td>
<td>1.2</td>
<td>3.7</td>
</tr>
<tr>
<td>Multi layer perceptron regression</td>
<td>1.9</td>
<td>7.9</td>
</tr>
</tbody>
</table>

The graph shows that the predicted value is almost similar to the real value in all regression algorithms when all the weather features are considered. Among 945 testing samples only 100 predicted values are displayed.

However, feature selection techniques are used to select the essential features to reduce the error rate. It is observed from the literature that the wrapper methods are suitable to select the relevant features.\[^{[25,36]}\] And also Principle component analysis (PCA) technique is widely used in the feature selection process. Similarly, branch and bound is a tree structured feature selection algorithm typically used in the supervised machine learning.\[^{[77]}\] Pearson correlation is used to confirm the selected features, and the correlation heat-map is shown in **Fig. 7**. This heat map indicates the correlation between the weather parameters and the target value.

![Heat map](image)

**Fig. 7** Heat map for selected features.

The heat map shows that rainfall, cloud cover and relative humidity are positively correlated with trigger/target value; temperature and wind direction features are negatively correlated with target value. Finally, the impact of various feature selection methods on areca nuts’ disease incidence prediction is analyzed in the study.

After the conclusion of all feature selection methods, minimum and maximum temperature, rainfall, relative humidity, and sunshine features are selected as independent variables for the prediction process. Wind speed and cloud based features are removed. Statistical and regression models are applied to the chosen features to observe the error rate and accuracy. After feature selection, the MAE and MSE of different prediction models are compared and shown in Table 3. RFR model gives the highest accuracy in terms of MAE and MSE compared with other models. The observation also says that the machine learning method is more efficient than the traditional statistical method.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>MAE</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple regression</td>
<td>0.9</td>
<td>2.0</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>1.7</td>
<td>6.1</td>
</tr>
<tr>
<td>Random forest regression</td>
<td>0.9</td>
<td>1.9</td>
</tr>
<tr>
<td>Decision tree regression</td>
<td>1.2</td>
<td>3.4</td>
</tr>
<tr>
<td>Multi layer perceptron regression</td>
<td>1.2</td>
<td>3.3</td>
</tr>
</tbody>
</table>

The actual value and predicted value graph for DTR, SVR, RFR, and MLPR machine learning algorithms after feature

---

\[^{[25,36]}\]: References or notes for the equations and technical terms used in the text.

\[^{[77]}\]: References or notes for the equations and technical terms used in the text.

---

Table 2. Prediction accuracy of the different learning models based on MSE and MAE before selecting the features.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>MAE</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple regression</td>
<td>0.9</td>
<td>2.1</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>1.8</td>
<td>8.0</td>
</tr>
<tr>
<td>Random forest regression</td>
<td>0.9</td>
<td>2.0</td>
</tr>
<tr>
<td>Decision tree regression</td>
<td>1.2</td>
<td>3.7</td>
</tr>
<tr>
<td>Multi layer perceptron regression</td>
<td>1.9</td>
<td>7.9</td>
</tr>
</tbody>
</table>

Table 3. Prediction accuracy of the different prediction models based on MSE and MAE after selecting the features.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>MAE</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple regression</td>
<td>0.9</td>
<td>2.0</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>1.7</td>
<td>6.1</td>
</tr>
<tr>
<td>Random forest regression</td>
<td>0.9</td>
<td>1.9</td>
</tr>
<tr>
<td>Decision tree regression</td>
<td>1.2</td>
<td>3.4</td>
</tr>
<tr>
<td>Multi layer perceptron regression</td>
<td>1.2</td>
<td>3.3</td>
</tr>
</tbody>
</table>
Fig. 6 Prediction graph for different regression models before feature selection: (a) Random Forest Regression (b) Support Vector Regression (c) Multi-layered Perceptron Regression (d) Decision Tree Regression.

Fig. 7 Pearson Correlation matrix heat map.
selection are shown in Fig. 8. The graph shows that, in all regression algorithms when selected weather features are taken into account, the predicted value is almost the same as the real value. It shows only 100 predicted values from 945 testing samples. The collective comparison of MAE and MSE performance metrics before and after feature selection is shown in Fig. 9. According to the graph, the highest prediction performance is given by random forest regression as it uses the ensemble learning method for regression. Followed by decision tree regression, for which the mean absolute error is 1.2. SVR and MLP regression show more error rates comparatively.

In addition, feature selection techniques helped to reduce the error rate measurably; instead of 10 features, only 7 features are used to test the model accuracy. After feature selection, the MLP regression model reduced the MSE from 7.9 to 3.3 followed by SVR decreased its mean square error from 8 to 6.1. Similarly, in SVR mean absolute error is reduced from 1.8 to 1.7 and in the MLP regression model, the reduction in mean absolute error is from 1.9 to 1.2. But there is no accuracy improvement in RFR and DTR after feature selection. Finally, the dataset is validated through the help of statistical and machine learning regression models. Since the Udupi region has many areca nut growers, and suffers from yield loss due to disease, it has spurred the various research groups to develop the early prediction model. The present study is the first attempt to predict the areca nuts’ disease incidence score value. It uses both statistical and machine learning methods for prediction when compared with the previous survey which uses only statistical methods for forecasting late blight on potatoes.\textsuperscript{[20]} Hyo-suk Kim et al.\textsuperscript{[5]} used a unified model and automated weather stations (AWS) observed data are used to estimate the grain rot risk in rice, whereas this model uses only AWS weather data. Vinod Kanan and Sanjeev Kumar\textsuperscript{[12]} used only two years of weather and disease data to develop the areca nut disease prediction model and uses only the support vector machine and random forest algorithms. In this research 20 years of weather and disease data are considered and
applied MR, MLP regression, DTR, SVR, and RFR algorithms. Compared with other research, this study gave preferences to the areca nut crop for which the prediction model is not yet developed, since it helps the areca nut farmers in the Udupi district enormously.

4. Conclusions
Research on areca nut has been going on for 25 years on its usage, side effects, growth, yield and disease classification. Similarly, many crop disease prediction models using images are available but the weather based areca nut crop’s disease prediction model is not developed due to the lack of a dataset. Hence this is the first attempt to create a dataset and forecast the disease outbreak with the help of weather parameters. The dataset used to predict the disease incidence is prepared by collecting the weather and disease data from Udupi local region. Collected data is assembled through the medium of rule based classification method. The dataset is validated by utilizing SVR, DTR, RFR, and MLP regression models. It is found that RFR gives very good accuracy and minimum error rate in the prediction of areca nut fruit rot disease incidence. Nonetheless, different feature selection techniques are used to remove the unwanted weather parameters and increase the accuracy. It is observed that the removal of features has affected the error rate, which can be further improved. As a future enhancement, the data set size can be increased and can include other features. The foundation used in this study can be broadened to develop a prediction system for the remaining regions. Also, artificial neural networks and deep learning techniques can be applied in the future to enhance prediction accuracy.
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